
THEOREM OF THE DAY
The Convolution Theorem Let a= (a0, . . . , an) and b= (b0, . . . , bn) be vectors inCn+1. Theconvolution
of a and b, denoted a⋆b, is the vector c= (c0, . . . , c2n), inC2n+1, defined by ci =

∑n
j=0 a jbi− j, i = 0, . . . , 2n,

with bk = 0 whenever k< 0 or k > n. Then
a⋆ b = F −1(F (a) • F (b)),

whereF is the(2n+1)-dimensional Discrete Fourier Transform and• is componentwise multiplication.

The picture shows a version of the Convolution Theorem for polynomials: a ⋆ b = interpolate(evaluate(a) • evaluate(b)). ‘Evaluate’ means evaluate a degreen
polynomial at 2n+ 1 points; the Discrete Fourier Transform (DFT) correspondsto a particular choice of points. Here we have merely chosen 2n+ 1 = 7 integers at
which the two polynomialsa : −4− x+ 2x2 andb : 1− x+ x2+ x3 are evaluated (polynomiala is taken to have degree 3 but witha3 = 0). These values are multiplied
and interpolation is applied: the 7 component products define a system of 7 simultaneous equations whose unique solutionis precisely the list of coefficients of the
product of the two polynomials (the coefficient ofx6 is zero because polynomiala had degree< 3). For polynomials, this is precisely what convolution achieves.

The DFT evaluates instead at complex numbers: the 2n + 1 powers of a primitive (2n + 1)-th root of unity. Via Euler’s Identity, these are expressed as powers of
eτi/(2n+1) (τ = 2π). In general, to apply the DFT to a vectorv of lengthN, we multiplyv by theN × N matrixF whosei j -th element isω(i−1)( j−1) ( modN), ω = eτi/N. (To
our polynomial coefficient vectors we first need to appendn zeros to extend to length 2n+1.) This special choice of points leads to a dramatic computational short-cut:
the so-calledFastFourier Transform (FFT) achieves convolution (and hence polynomial multiplication) in timeO(N logN) instead ofO(N2).

This discrete convolution theorem is intimately connectedwith the FFT known, in some form, to Gauss, as early as 1805;
rediscovered by Cornelius Lanczos in 1940; and made widely known by James Cooley and John Tukey, 1965.

Web link: betterexplained.com/articles/intuitive-convolution/
Further reading: The Design and Analysis of Computer Algorithmsby A. Aho, J.E. Hopcroft and J.Ullman, Addison-Wesley, 1974, chapter 7.
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