| THEOREM OF THE DAY Q|
MacWilliams' ldentity Let C be a linear code of length n over the finite field of g eldmand let C

be the dual code of C. With,AX) denoting the number of words of weight w in a code X, lgf\\W) =
Yoo AWC)XMY™™ and WeL (X, Y) = Yo o AW(CH)XYy"™ be the homogeneous weight enumerators of C
and C', respectively. Then

WcJ_(X, y) = |C|_1WC(y - XY+ (q — 1)X) Name codeword weight
Zero 0 0 0 0 O 0
C Name codeword weight f 1 0 0 2 0 2 C_L
zero 0 0 00 0 0 Dua 9 0o 10 0 1 2
All weighted a 10 1 1 0 3 h 0 0 1 2 2 3 All weighted
sums, sums,
modulo 3 b 01 2 0 2 3 C., on the right, consists of 2f 2 00 10 2 modulo 3. of
of a and b. 2a 2 0 2 2 0 3 all (0,1,2)-vectors of length 5 2g 0 2 0 0 2 2 f g and h.
2b 0 2 1 0 1 3 havi_ng zero prc_:dm_:t, modulo 2h 0 0 2 1 1 3
a+b 110 1 2 4 3, with everything in .C, on g 1 1 0 2 1 2
the left. For example:
2a+b 2 1 1 2 2 5 f+h 1 0 1 1 2 4
i a0 ¢ 5 bxh =01202x00122
2a+2b 2 2 0 2 1 4 =0.0+1.0+2.1+0.2+2.2 f 2. h 1.2 1 1 1 5
2 = 0+0+2+ 0 +1 Sk ;
=2+1=0 (mod 3) ' '
2f+2g+2h 2 2 2 2 0 4

The weight of a codeword is the number of places in whichfiieds from zero. The distribution of weights for a linear efcorrecting code
determines the probability of incorrectly decoding a traitted codeword. For suppose the probability of a single lsyinthange, during
transmission, ip. Without loss of generality, consider incorrect decodioigthe zero codeword: due to errors we receive a non-zeroxande
of weightw. For this to occurw symbols must change, each one choosing, fgerh nonzero symbols, the appropriate entrg.ifMeanwhilen—w
symbols are unchanged. The resulting probabilitpis< (1/(q — 1))" x (1 — p)"™". Over all possibles, the probability of incorrect decoding
enumerates toc(p/(g- 1), 1 - p) — (1 — p)" (the last term accounting faractually being the zero codeword).

For the codeC above, we hav&V(C) = y° + 4x3y? + 2x%y + 2x°. Suppose thap is, say, 001. Substitutingx = p/2 andy = 1 — p, we
find that the probability of incorrect decoding, as specifdmbve, is about one in two million. NoW(C*) = (1/9Wc(y — X,y + 2X) =
1/9(y +2X)° +4/9(y +2X)%(y— X2+ 2/9(y +2X) (y — X)* + 2/9(y — X)° = y° + 4x3® + 8x3y2 + 12x*y + 2x°. And we learn, without knowing
a single nonzero codeword 6f-, thatC*+ has 2+ 12+ 8 + 4 + 1 = 27 codewords and that the probability of incorrect decodimgpares very
unfavourably at about one in ten thousand.

In 1961, Jessie MacWilliams took leave from her job as a @ogner at Bell Labs to complete (in one year!) a PhD at
Harvard. This remarkable theorem, indispensable in thaystéierror-correcting codes, appeared in her dissertation

Web link: www.math.msu.edujhall/classegodenotesoding-notes.htm(Chapter 9).

- _ ‘ Further reading: The Theory of Error-Correcting Coddyy F.J. MacWilliams and N.J.A. Sloane, North Holland, 1983.
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